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Les algorithmes de génération automatique de texte sont au coeur du fonctionne-
ment des grands modeles de langue. Durant I'inférence, ces algorithmes sont en
charge de calculer, token apres token, la meilleure réponse possible a une requéte
formulée par un prompt utilisateur. La versatilité des requétes et des types de ré-
ponse possibles impose que ces algorithmes soient capables de prendre en charge
des contraintes diverses, d'une complexité variable : produire des réponses dans
une langue donnée, dans un style prédéfini, en évitant certains mots “tabous”,
en respectant des contraintes de bonne formation linguistique ou de cohérence sé-
mantique, en simulant une forme de raisonnement, en garantissant la conformité
de la sortie, en tenant compte de la syntaxe d’un langage de programmation,
en générant un code qui s’exécute correctement, etc. Ces contraintes peuvent
étre graduelles (par ex. quand il s’agit de style ou de “toxicité”) ou bien binaires
(par ex. pour la satisfaction de contraintes syntaxiques).

Parmi les nombreuses techniques pour contraindre la génération a étre conforme,
nous nous focaliserons sur des méthodes qui opérent durant I'inférence, sans
aucune intervention sur les parametres du modele — en laissant donc de co6té
les méthodes d’affinage ou de renforcement, qui ne fournissent pas de garanties
exactes sur la bonne formation des séquences générées. Les méthodes étudiées
reposent sur des stratégies d’échantillonnage séquentiel, le défi étant de sélec-
tionner le prochain token parmi un ensemble restreint de choix possibles (la
contrainte interdit certains tokens ), tout en s’assurant que la distribution de
probabilité dans laquelle ces échantillons sont choisies est la plus proche possible
de la “vraie” distribution a posteriori sur toutes les séquences conformes. Dans
un ordre croissant de difficulté, on étudiera les approches de (Miao et al, 2019),
de (Zhang et al, 2020), de (Yang and Klein, 2021) et de (Lew et al, 2023), dans
le vue d’aboutir a une présentation cohérente, a une implantation et a une
comparaison expérimentale sur divers cas simples. Le cas échéant, on poursuivra
avec les travaux plus récents de (Zhao et al, 2024) et de (Lipikin et al, 2025).
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