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Dans le domaine de la vision par ordinateur, CLIP * (Radford et al. 2021) est 'un des modeles de référence.
Grace a son entrainement multimodal texte-image, il permet en apprentissage zero-shot d’atteindre des
performances état-de-lart sur des datasets traditionnellement traités par de 'apprentissage fermé. Le
dataset utilisé dans 'article original et pour le modele publiquement disponible est malheureusement
fermé, on connait simplement sa taille (400 millions de paires texte-image) et une description sommaire
du processus d’acquisition.

Depuis des travaux on été entrepris (Cherti et al. 2023) pour reconstruire un dataset similaire permettant
de reproduire 'entrainement de CLIP et de publier le modeéle OpenCLIP 2 basé sur ce dataset ouvert.
Dans ce cadre, deux datasets ont été publiés, de taille 400 millions® et 5 milliards* (Schuhmann et al.
2021, 2022).

Les objectifs du projet sont les suivants :

— explorer la littérature concernant les modeles vision-langage (VLM) ;

— reconstruire un dataset texte-image en utilisant la méthologie proposée pour LAION400m ;
— reproduire les expériences de 'article;

— étudier 'impact de la taille et de la qualité des datasets sur les performances des modeles.
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