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Un récent article (Geoft McDonald and Or 2025) décrit une attaque par canal auxiliaire contre les modeles
de langue utilisés avec un acces a distance (donc avec U'interface web d’un chatbot ou au travers d’une
API). Cette attaque permet de d’inférer le théme d’une conversation avec un chatbot en observant
uniquement le trafic chiffré entre le client et le serveur. Il n’est pas nécessaire de déchiffrer les données :
les features exploitées sont la taille des paquets et les intervalles de temps entre leur envoi. Méme si le
texte clair n’est jamais révélé, les informations extraites peuvent étre exploitées de maniéres plus ou
moins dangereuses (surveillance étatique, violations du secret médical, violences anti-LGBTQ, répression
de 'TVG, publicité ciblée, etc).

Les objectifs du projet sont les suivants :

— explorer la littérature concernant ce type d’attaques;

— construire un dataset en interceptant du trafic chiffré;

— reproduire les expériences de l'article;

— étudier 'impact de différents modeles ou de différentes APT;
— valider les techniques de mitigation proposées.

Il s’agit bien d’un projet relevant du machine learning, qui ne nécessite pas de connaissances particulieres
en cryptographie ou en cybersécurité.

Voir également l’article de blog sur le site de Microsoft !.
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